Decentralized Accessdntrol with Distributed
Ledgers

Using Blockchain to manage IoT access

Ralph Deters
Computer Science
University of Saskatchewan
Saskatoon Canada
deters@cs.usask.ca

Abstracd The Internet of Things (loT) aims to integrate
physical devices
devices/things to formloosely-coupled connectionsvith each other
and Internet servicesfesources enables new andch interactions
between devices, internet enabled services/resoes and users.
However, this, in turn, leads to the questiorof how to manage data,
services,and interactions of the physical and cyber components
One possible way of managing the services and data and their
interactions is by use ofdistributed ledgers like Blockchain. This
paper presents the concept of usingrivately distributed ledgersas
a means for managing the digital ecosystems fT.

Blockchain Patterns Blockchain, Access Control, IoT, Fog
Computing, Edge Computing, Scripts

[. loT

loT aims tointegrae p hysi c al devices
Internet. Enaling (physical) devices to forrooselycoupled
connectionswith each otherand Internet servicassources
allows new andricher interactions between devicesternet
enabled services/resources and usEhe idea oenhancinghe
cgpatlities of physical devices by connecting thenrémotly
hosted software components is also at the center of the-cyb
physical system (CPS) paradigidowever unlike 0T that
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Figure 1. Three layers of clouecentric 10T[1].
(aka Athingso) on the

The cloudcentric approach [2,5]6noves the focusaway from

thething towardghe services and applications that process large
data streamsThis view is primaily corcerned with the
requirement to scale e,g, handle/manage large numbers of
clpnnected devicesThis model/paradignmimplies threecore

?ayers. The thinglayer compartmentatesthefinet wor k ( s)
t hi n2j Sheserlices layer hosts all core lo$ervicese.q,

igfnpoorf]enltz oseéguspllfr;%ortsaet;veenéi prl;;y ilg?ll'oir?;rr:d Ofc y;ri; dda storageanalytics and storag&he applicationgayer isthe
ponents, 9 ) 9 . host forapplicationslike surweillance, monitoring, managing
coordination  between computational and physica

resourcese 0 [ 1] .

In their 10T review, Gubbi et al. [ differentiate betweena
thing-centric andcloud-centric view. The thingcentric view
centes on the enhancement of a thing aiuth user experiences
when engaging it. Smart objects [3] or enchanted devijes¢4
themost prominent examples in this category.
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he advantage of this design is thailization of cloud
computing for the higher lofunctions. When focussing daT
fi b dago scenariose.g, smart city, this approach is favorable.
However, this approach has drawbacks namédgndwilth,
latency andweakinteractions. Since all data processeih the
cloud, the uploadequress significantbandwith. By placing
the computation several network hops away from the physical
devices, there is anoticeable latency which in turn is a
disincentivefor engaging the device3.hese aref coursewell-



known issues of a cloudentric solution[7], andthat canbe  provide the ability to run multiple programs or even a single
solvedby moving thecomputation closer to the edge of tb&8  multi-threaded executable. Consequently the virualization
system,e.g, via fog-computing 8,9] or edgecomputing [10. appoachis not useful for thigrowing class of 0T nodes.
However, moving third-party computation into vehicles adds
new challengesWhile it is safe to assume thatehides will
continue to have increased computational and network resources
that can be sharedthe issueof multi-tenancy e.g, multiple
parties sharing the resources introduces novel challenges.

This paper focusses on the use of distributed ledger technology
(aka Blockchain technology) as means to deal with the access
managemenissuesin I0T. The remainder of the paper is
structured as followsSection two discusses thaulti-tenancy
issues followed by a brief access control review section. Figure 2&3. Intel Edisonon custom Arduino Board
Blockchain and blockchain design pattearg discussedn

sections 4 & 5This is followed by an evaluation in section 6 However, it is important to note that thgdatforms are capable
and an outlook anslumaryin section?. of hosting a single program that can monitor inbound- low
energy connections, send data via thesenectionsand of
course interact simple sensors and actuators.

Il. MULTI-TENANCY

Multi-terarcy [11] refers to anarchitecture that supports
multiple user groupgérarts) to share one or more applications
or sewices To support the logical seion oftenantsharing
applications orservices they must operate within different
instances/contexts. Multenancy has been extensily
explored within the context of data []2and cloud-hosted
services 13,1415. Cherrier et al. [1pidentified control flow, Figure 4. TI CC2541 Keyfob
access rightsi]7,1819 anddifferent settings for actuators as

critical c'hallengesfor multi-te.nancy in loT Softwaredefined 5 particuarly exciing aspect of thes platforms is their ability
networking (S[.)N) [20, 2]1.'5 a management concept. that host  interpreters like  Javascript  (Espruino,
centers on using abstraction to enable the decoupling ﬂ?ﬁtp://Www.espruino.con)ll Rather than virtualizing 10T nodes,

control p_Iane (ﬁe_termmed'eﬂmaponsof traff|c) ard data plane it becomepossible to allow third parties to push scripts onto the
(forwardingtraffic). Adopting this concept in the 10T space has nodes.

ledto the risc_e of Sftwar_edefingd_ IOT (SbloT) [22]'. S[.}IOT This, of coursepffers a radically different approach on multi
_usesabstractlorto simplity provisioning qnd:_ustom|zat|on of terancy. Rather tharproviding a costly virtualization, scripts
its components. NetworkunctionVirtualization (NFV) [23 canbe executediirectly. Sandboxing ichieved by simply

goeshbeyond SDN by focussing on the virtualization of all limiting the capabilities of the underlyirigterpreter
elenentsresulting in the ability to define customized virtual

networks. Virtualizationis usedwithin 10T, e.g, virtual sensors
[24,25,28, but these appoaches focus on combining or
abstacting individual componeats not defining virtual 0T
systemsilt is essentiato recognize the costegardingequired
bandwith and processing poweneededto support the
overhead introduced by thiappoach. Similar to a CPS,
physical and virtualized components must be able to
communicateThisis relativdy easywhenresourcerich single
board computerse(g, Raspberry Pipr computer on a module
like the Intel Edisorare usedThese ardefactoLinux systems
that have enough CPU, Ram and networkigzplilities to stay
connected with their virtual twinslowever, these resourcieh _ _
platforms are relativdy expensive and more importantly not Figure 5. Nordic nRF52832 on development board

low-energysolutions.This, in turn, limits their deployment in _ )
loT. When using lowenergy System on a Chip (SoC) loT By representing the 10T nodes as RESTful web sery&gsit

platforms things change. The Tl CC2541 that is designed to rffcomes possible to not only access thenRviab i n 28} n 6 s
on a single coin celbatery for years (depending on usage RUD pattern[29] but al so move toward
scenarig and the Nordic nRF52832 areagbexamples of this cOmputational Resth{tp:/www.erenkrantz.com/CRESTin

class of IoT platforms. While thesinglechip microcontrollers ~ Which computationalexpresions are exchanged Naturaly,

offer for example32-bit ARM Cortex processorstheydonat  this introduces the need for a robastessontrol
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l1l. ACCESSCONTROL spread and is now also making its way into enterprise software

The two classical approaches for access control are MAC anff-9- MicrosoftAz ur eds Coco) . )
DAC.The mandatory access contr@VMAC) policy grants An excellentexample of blockchain teoblog_y| S | BM6 s
accessased on subjects and objects, which will be assignegPEPT system[42] that uses | B M@kiemix platform.

security labelsSandhu et al. combined assterdedthese two ~~PEPT can store the configuration of loT devices and as a
approaches and introduc2600the now dominanRolebased ~Mechanism for pushing code onto devices. ,

access contrafRBAC) [31, 32,33,34,35,36 RBAC uses the However, as demonstrated by Verizon, Blockchain technology
data abstraction concept. Instead of usingféfaultoperating @ also be used to trade &x:&eys and therefore be used to
systemds permissions such aP¥ildadecepaized ,erifl{”%\Q'Str'bé‘tﬁdﬁqfra%trﬂdgr% e e, o
abstraction allows the deftivn of abstracpermissiong37]. ~ access control. In this model, the owner ofegource can
Attribute-BasedAccess @ntrol (ABAC) [26,27,28,29,30is an secuely transferlmodlfy or revgke one or more access key to
extension of RBAC.However, interorganizationalaccess 2another party via the blockchain. , ,
controlremainsa challenge with RBAC and ABAC due to their It is imperative to note that Blockchain technology is not a
more or lesscentralizd design. silver bullet. Blockchain assumésat each node needs to see
Particulaly in the conéxt of access control within IgTvhere all transactions and that all nodes need to store a full copy of
multiple cooperativep ar t i es fiownod c o mp olfedlagObviopsly,this appgach dogsngt scale Pistributed

acces control tends to be difficult tachieve. Blockchain has -€dger Technology, a superset of Blockchain Technology,

emerged in recent years as a fully decentralitednative that  Offers more scalable solutions. First, permissiobasedor
seems well suited for the 10T space. private DLT is needed since identity needs#established

Second, only those nodes that havéegitimate interest in
transactionsshould be informed and consulted.
IV. DISTRIBUTED LEDGERTECHNOLOGY (AKA BLOCKCHAIN)

A blockcehain isa decentralized ledger that contarennected V. DESIGN-PATTERNS FORDISTRIBUTED LEDGER

blocks of tra_nsactlons. Thieindamentalconcept behind the TECHNOLOGY (DLT) AND BLOCKCHAINS

blockchain is that tamperoof storage of approved ) )

transactions. Valid/verified transactiare storedn theformof ~ An_ often overlooked issue in the deployment of

blocks thatarelinked to eachother DLT/Blockchains is the underlying de_siq;mttern. In the
context of access control for lofivo basic patterns can be
identified:
ID: 0 ID: 1
Block Hash: 32777A Block Hash: 00&CD2

f Announcanment

Parent Hash:NIL Parent Hash: 327 ..77A .
rans a0l | | Tans, s 22
List of Transactions: List of Transactions: 9 P &

0 {T1,T2,TX T159} oth_ers.The most common form is_ by use of granting a
unique access key to an entifyhis canbe doneby
having the owner of a resource submit a transaction to
the DLT/Blockchainindicating that entity Xs given
the accesskey Y. If the name of the entity and the
acceskeyare visible to all nodes of tiéockchain a
public announcementis made Howeve, entity name
and access key mdye encrypedvia a secret known

ID: 45 to the ownepf the resource and the resource manager.
Block Hash: 008382
Parent Hash: OAA ..B6i 1 Contract
Trans. HasmMA7X 27F The contract (Smart Contract / Transaction Function)
List of Transactions: focusses on the use of a deterministic fisitate
{T92345,T9234&}

machine. Again the code can be visible to all nodes on
the network (public smart contract / public transaction
function) or encrypted so that only a selected group
can execute the code. Requests from atityeto
access a resourcare now ewluated by the

Figure 6. Sample Blockchain

Uponcreation of a newlock, the hash value of thereceding contract/function which inturn allows for more
blockis enteredOnce a new blocis formed anychangesto a advanced accesntrol e.g, entity X may only do
previousblock would result in differenbashcodeand would five readsor 2 write operations.

thus bammediatly visible to all participants in the blockchain.
Consequently blockchains are considered tamperproof
distributed transaction ledgers. Originally designed as the
distributed transaction ledger for BitCoithe concept has



VI. EVALUATION Single thread GET from middleware at 1000ms intervals

To evaluate thdeasbility of using blockchain to govern the
distribution of scripts onto loypower 0T componenta basic
hub-spoke IoT systerwas usedAs shown in figure Raspberry
Pl 3areused asniddlevarecomponents. The top layer devices
are acting as entry points and tbeer level devices as masters
for the lowpower loT devices Nordic nRF52832 on a
development boajd Requestsare sent to the entry point
devices, that in turn foawa
connectedlirectly via BLE to the endpointBleag note that the .
DLT/Blockchain MultiChainis usedn the experiments. B A

sample round trip time (ms)
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Figure 8. One Client sending 100 GET requests (1 sec delay)

Middleware

2 threads GET from midaleware at 1000ms intervals
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Figure 7. Connecting loT endpoints with RaspberryPls
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A. Performance oGET (Reads) It o sl (180 campsivend

The first set of testocuses on extanal clients retrievingstate Figure 9. Two Clients sending 100 GET requests (1 sec delay)
e.g, readingthe temperature Please note that we represent
concurrent clients by threadBwo threadseferto threadsn a
load generatoissuing GET requests at thepedfied intervals.
Different colorsreferto different threadsEach settingvas run
three times.The endpoints(e.g, components in a vehicle or
roadside installationhost JavaScript code thathandlingthe
read/writes to/from the underlying sensors and actugginse
GET requests are cachable, these experiments shew t
performance of the cache thiathostedn the top layers of the
Raspbery Pls The cachés updatd every second by writes that
emenatefrom the loT endpoints. e e
Figures 77 9 show that at 1000 ms arrival rates up to 5 T
concurrent clientslo not impact the middleware. However, as s e
the number of concurrentientsand thearrivalrateis increased ~ Figure 10. Five Clients sending 100 GET requests (1 sec delay)
(more message in shorter time periods) we can see a dramatic

decline in the middlewarperformance Since all requesire B, Performance of POS{Writes)

sentto the same RaspberBl, we suggest using basicload
balancer to distribute the loads acrosgltiple machines. The
key factor is primarily the numberof messages a single
Raspberryhas to proces#pparenty choosing a more powerful
compute node to process the requests woultydbe need of a
load balancer.
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5 threads GET from midaleware at 1000ms intervals
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The second set of tedtscuses on extanal clients sending data
(changing settings on theensoy to the 10T endpoints. POST
messagesannotbe cachedand the requeshustbe senfrom

the first layer of Raspberiiylsto the second anfihally to the
endpoint. Given that more machines exlvedin processing

the POST request it is not surprising that latency increases.
Please note that all POST requestse sento the same IoT
endpoint which explains the dramatic decline in performance at
higher loads.



10 threads GET from middleware at 125ms intervals 2 threads POST to middleware at 1000ms intervals
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Figure 11 10 Clients sending 100 GET requests (125 ms delay)  Figure 14. Two Clients sending 100 POST requests (1 sec delay)
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Figure 12 20 Clients sending 100 GET requests (125 ms delay) s s o s
Figure 15. Five Clients sending 100 POST requests (1 sec delay)
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Figure 16. 10 Clients sending 100 POST requests (125 ms delay)
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Figure 13. One Client sending 100 POST requests (1 sec delay)

Ceniral WRITE to perinheral at 1000ms intervals

C. Performance of Raspberry Pi hubs

To evaluatehe delay caused by the devic&80 write and 100
read requestwere sento an endpointAs can be seen in figure
16, changing the state of teadpointrequires around 200 ms
while reading from the 10T devices requires on average only 14
ms.
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Figure 17. 100 sequential Writes to 10T endpoint



Central READ from peripheral at 1000ms intervals
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Figure 18. 100 sequential Reads from IoT endpoint
Figure 21 Average responsdime with simulated clients (500 ms

D. Performance of Blockchain high throughput delay)

environment

To test the performance of the blockchain that controls the .

access privilege®.g.,if sending a JavaScript file icceptable £+ Performance of Blockchain in Amazon EC2 cloud

if a request cahe serveatc we used two scenarid® simulate ~ Finally, the experimentare repeateih the Amazon EC2 cloud

high-speecconnections we used wired connections. to test the effects dfigh-performanceeomputingenvironments
and high latency.

Average response time - LAN (no delay)
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Figure 22. Averageresponse time with simulated clients (no
Figure 19. Average response time with simulated clients delay)

Figure 20. Average response time with simulated clients (250 ms
delay)

Figure 23. Average response time with simulated clients (250 ms
delay)



